[1l. Tractable Probabilistic
Auto-Encoder

sum-Product Logic: Integrating The integration of Sum-Product Networks into DeepProbLog

Probabilistic Circuits into
DeepProblLog

Combined with a neural autoencoder the total loss

paved the way for System 2 approaches and so allowed Bt
Specifically, with z = E(x) and x' = D(E(x)), each loss

to perform inference, marginalization, and sampling In Bkl

Lrec = MSE(x,x") =~ X Xn(xpn — Xpn)°
Abstract: We introduce Sum-Product Logic -- Reconstruction Error. x,,,, xp,,, represents the n'
Rl linear time, as well as training with incomplete data
language (DPPL) that incorporates learning ’ ] Lo =—l2b108Pe(Xb; 7p)
through predicates encoded as probabilistic - NegativeBLog-IikeIihood
circuits, specifically sum-product networks. Our
empirical illustrations demonstrate the benefits
of supporting symbolic and deep represent-
tations, both neural and probabilistic circuit ones
for inference and (deep) learning from examples.
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METHOD

1. An SPLog program is a ProbLog program that is
extended with a set of ground sum-product
annotated disjunctions (spADs) of the form

spn(ma, Q,E) ::a(e, qq);...;a(e,q): —byq, ..., b,
We use the learning from entailment (i.e. learning
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from queries). Given an SPLog program with para-
meters X and a set D of pairs (g, p) where g is a
query and p its desired success probability, we

| Column 1: original input x;

MSE( x, x') Column 2: direct reconstruction by PAE, Xp 4f;

Column 3: reconstruction from VIPE of code, xXp45;
Column 4 to 8: reconstruction from conditional sampled
code. Xgample

compute the loss L:

1
arg ming — L(Px-z(q),p)
|D| (q,p)ED

Combined with a neural AE
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— Results from 10 classes in the dataset
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Z _|_ z — 5 The total loss function in case of the stand-alone fashion
1 4 is defined as:

RESULTS
|.  Joint training with the variational AE

L =w,Lrgc + wy - p(zlx) + w3 - p(x|2) + w4 - Lreg

Specifically, with z = z,,,,4 and x" = x,pg, each loss with a
size- B batch is defined as:

1
- \ Lrec = MSE(x,x") = ~ X Xn(xpn — Xpn)°
miNet: pg (@, 2 -- Reconstruction Error. X, Xp, represents the nt"
feature of the bt" data.

1
p(z|x) = —Ezlogpe(zblxb)
b

\V/A\\= Stand-alone fashion
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Il. Training with incomplete data
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1
p(x|z) = — Ez log pe(xp|2p)
b

-- negative Log-likelihoods

' Lreg = L, =5+ 12°]
-- Regularization Term. E.g. the Euclidian norm of the latent
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. Training with incomplete data
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Learn from queries and not from data!

NLL of loss
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