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Near-optimal exact sampling and optimal approximate sampling for probabilistic programming

As uncertainty continues to play an increasingly prominent role in a range of computations and as 
programming languages move towards more support for random sampling as one way of dealing with 
this uncertainty, we anticipate that trade-offs between entropy consumption, sampling accuracy, 
numerical precision, and wall-clock runtime will form an important set of design considerations for 
sampling procedures. This work was published as:

Exact sampler (FLDR): The Fast Loaded Dice Roller: A near-optimal exact sampler for discrete 
probability distributions, Proceedings of the 23rd International Conference on Artificial 
Intelligence and Statistics, PMLR 108:1036–1046, 2020.

Approximate sampler (OAS): Optimal approximate sampling from discrete probability 
distributions, Proceedings of the ACM on Programming Languages 4, POPL, 36:1–36:31, 2020.

 Efficient exact and approximate sampling 

 Discrete Distribution Generating (DDG) trees

 Idea: combine rejection sampling with inversion sampling to obtain a smaller DDG tree

 The Fast Loaded Dice Roller (FLDR)  Optimal Approximate Sampler (OAS)

 Memory, runtime, and preprocessing performance

 Rejection sampler algorithms

 Performance comparison on particular distributions

 Entropy near-optimality

  f-divergences: statistical error measures
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