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Left: A PClean program defines a 
relational schema for a database 
of objects underlying the dirty 
data, along with a probabilistic 
relational model over object 
attributes.

Below: PClean uses a 
domain-general non-parametric 
structure prior over the number of 
objects of each class, and over 
their relationships.

PClean is a domain-specific probabilistic programming language for 
inferring ground-truth relational databases from flat, dirty datasets.
scales to millions of rows

learns model parameters from dirty data

attribute statements

learned parameters

reference statements
optional inference hints

query

observation classchanges >8,000 errors in 
Medicare dataset, 96.5% 
correctly, & imputes 1.5M 

missing values Equivalent view: in topological order, simulate infinite collection of objects from each class from Pitman-Yor

Above: Unlike in general 
open-universe PPLs, PClean’s 
model admits a sequential 
representation, in which one 
observation (and all new latent 
objects it is based on) is 
instantiated at each time step, 
enabling sequential Monte Carlo 
inference Dallachiesa, Michele, et al. 
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