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Importance sampling improves 
gradient estimates

Importance Sampling

Use proposals qφ 
to sample from pθ

Variational Inference

Optimize proposals qφ 
using samples from qφ/pθ

Inference methods from 
probabilistic programming

Automatic differentiation 
and neural networks

Variational inference 
improves proposals

3 String diagrams as a first-order PPL

Operational Semantics.
We form a Cartesian monoidal category of importance 
samplers; assign every string diagram an unnormalized 
density, and guarantee strict proper weighting.

2 Properly Weighted Program Evaluations

Quantity of interest
(return value of program)

.

Sampler
(can be a black box)

Density of interest
(program posterior)

Constant of proportionality
(marginal likelihood)

Denotational Semantics. We assume the existence of 
denotational semantics, which for a program   , define a prior 
and unnormalized density 

Inference. Given the unnormalized density, we want to 
approximate the corresponding normalized density

6 Example: 
deep generative mixture model

https://github.com/probtorch/combinators

4 Lenses compute forward and backward

From any Cartesian monoidal category where we can 
define a primitive "backwards pass", we get a lens 
category with backwards passes for all diagrams. 
Example: automatic differentiation

Definition: we require that each primitive program be strictly 
properly weighted with respect to its unnormalized density

Conditioned evaluation: We can evaluate a program f by drawing 
randomness from a trace τ to obtain a new trace τ'.




